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Abstract

We present a new subspace-based direction of arrival (DOA) estimation algorithm for narrow-band sources with high-resolution localization capabilities. The algorithm is based on the invariance property of noise subspace to power of emitters. We specifically compare the resolution of the proposed algorithm with the well-known high-resolution multiple signal classification (MUSIC) method. The proposed method performance is also superior to MUSIC algorithm in the case of correlated sources. Besides, the proposed algorithm is much less sensitive to the power level differences between adjacent sources compared to MUSIC, i.e., very weak sources in vicinity of strong ones can be resolved.
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1. Introduction

In direction of arrival (DOA) estimation, a set of unknown parameters (propagation direction of the waves) should be estimated from noisy measurements collected by array of sensors. An important feature of any DOA estimation algorithm is its capability to resolve closely spaced sources. High-resolution DOA estimation is important in many applications such as radar, sonar and electronic surveillance. Recent applications include array processing for wireless mobile communications at the base station for increasing the capacity and quality of these systems [2,7,12].

Among the methods proposed for DOA estimation, the class of techniques known as eigen-decomposition based algorithms is the most promising. These methods, by exploiting the underlying data model, try to separate the space spanned by the measured data into what are called noise and signal subspaces. Within this class of algorithms, the multiple signal classification (MUSIC) method [14] has received the most attention and has been widely studied [4,8,10,15]. Although the MUSIC is known as a high-resolution algorithm for DOA estimation, but in case of finite data samples it cannot resolve adjacent sources with large power level differences between them. In this paper a new method of DOA estimation, based on the invariance property of noise subspace to power of emitters, is presented. This method not only has a higher resolution than the MUSIC but also can resolve very weak sources in the vicinity of strong ones. The proposed algorithm can handle all array configurations and like the MUSIC method its DOA estimates are asymptotically exact, i.e., exact estimates are obtained.
asymptotically as the number of measurements goes to infinity irrespective of the signal-to-noise ratios (SNR) and angular separations of the sources.

Another important feature of DOA estimation algorithms is their capability of handling of correlated sources. It is well known that for uncorrelated signals the asymptotic covariance of DOA estimates of MUSIC method coincides with the one of maximum likelihood (ML) method [15,10]. But the correlation between sources will cause the performance degradation of MUSIC compared to ML method. We will show in simulation results that the proposed method will perform much better than MUSIC in the case of highly correlated sources. The price paid for these advantages is higher computational complexity of proposed method over MUSIC. But with new emerging technologies in design and implementation of high-speed signal processors, this would not be a problem in many applications.

The paper is organized as follows. First, the signal and noise model is presented and DOA estimation problem is formulated. Next, the new method is presented and its asymptotic properties are investigated. Simulation results for comparison between the proposed algorithm and the MUSIC method are given in Section 4, followed by a summary of the main conclusions arising from this work.

2. The data model

Let an array of $M$ sensors receive $d$ narrow band plane waves from far-field emitters with the same known center frequency $f_0$ and different directions as shown in Fig. 1.

With the narrow band assumption the $i$th signal complex envelop representation [16] can be shown as

$$s_i(t) = u_i(t)e^{j2\pi f_0 t + \phi_i(t)}, \quad i = 1, \ldots, d$$

where $u_i(t)$ and $\phi_i(t)$ are slowly varying functions of time that define the amplitude and phase of $i$th signal, respectively. Slowly varying means $u_i(t) \approx u_i(t - \tau)$ and $\phi_i(t) \approx \phi_i(t - \tau)$ for all possible propagation delays $\tau$ between array sensors, and as a result of this the effect of a time delay on received waveforms is simply a phase shift, i.e.,

$$s_i(t - \tau) \approx s_i(t)e^{-j2\pi f_0 \tau}.$$

Fig. 1. An array with $M$ sensors receiving signals from $d$ narrow-band sources.

Then $x_k(t)$, the complex received signal of the $k$th sensor at time $t$, can be expressed as

$$x_k(t) = \sum_{i=1}^{d} a_k(\theta_i)s_i(t - \tau_k(\theta_i)) + n_k(t) = \sum_{i=1}^{d} a_k(\theta_i)s_i(t)e^{-j2\pi f_0 \tau_k(\theta_i)} + n_k(t), \quad k = 1, 2, \ldots, M,$$

where $\tau_k(\theta_i)$ is the propagation delay between a reference point and the $k$th sensor for the $i$th wavefront impinging on the array from direction $\theta_i$, $a_k(\theta_i)$ is the corresponding sensor element complex response (gain and phase) at frequency $f_0$, $d$ is the number of sources present, and $n_k(t)$ is additive noise at $k$th sensor element.

Using vector notation for the received signals of $M$ sensors, the data model can be presented as

$$\mathbf{x}(t) = \sum_{i=1}^{d} \mathbf{a}(\theta_i)s_i(t) + \mathbf{n}(t),$$

where

$$\mathbf{x}(t) = [x_1(t), \ldots, x_M(t)]^T,$$

$$\mathbf{n}(t) = [n_1(t), \ldots, n_M(t)]^T.$$
and superscript $T$ denotes transpose of a matrix. The $M \times 1$ vector $a_i(\theta_i)$ is known as array response or array steering vector for direction $\theta_i$. With defining the $M \times d$ matrix $A = [a_1(\theta_1), \ldots, a_M(\theta_M)]$ and $d \times 1$ vector $x(t) = [s_1(t), \ldots, s_d(t)]^T$, relation (4) can be written as

$$x(t) = Ax(t) + n(t). \quad (6)$$

The DOA problem is finding proper estimations of $\theta_i, i=1,\ldots,d$ from a finite number ($N$) of data samples or snapshots of $x(t_j)$ taken at times $t_j, j=1,\ldots,N$.

For solving the DOA estimation the following assumptions are made:

1. The number of sources is known and is less than the number of sensors, i.e., $d < M$.
2. The sources are uncorrelated zero mean stationary processes with the $d \times d$ diagonal covariance matrix

$$R_S = E\{s(t)s(t)^H\} = \text{diag}\{\eta_1^2, \eta_2^2, \ldots, \eta_d^2\}. \quad (7)$$

where $\eta_i^2 = E\{|s_i(t)|^2\}$ denotes the power (variance) of $i$th source, $E$ is mathematical expectation operator and superscript $H$ denotes conjugate transpose.
3. The additive noise at each sensor is a stationary zero mean complex white Gaussian process. The noise processes of different sensors are uncorrelated and with the covariance matrix

$$R_n = E\{n(t)n(t)^H\} = \sigma_n^2 I, \quad (8)$$

where $\sigma_n^2$ is the noise power at each sensor and $I$ is an $M \times M$ identity matrix.
4. The noise and signal waveforms are uncorrelated.
5. The array response vector $a_i(\theta)$ is known for all $\theta$ and the array is configured in such a way that the matrix $A$ in relation (6) has full column rank, i.e., rank($A$) = $d$. This also implies the source directions to be different in space, i.e., $\theta_i \neq \theta_j$.

From the above assumptions and (6) the $M \times M$ covariance matrix of received data can be expressed as

$$R_X = E\{x(t)x(t)^H\} = AR_S A^H + \sigma_n^2 I. \quad (9)$$

In practice, the data covariance matrix $R_X$ is not available but a maximum likelihood estimate $\hat{R}_X$ based on a finite number ($N$) of data samples can be obtained as

$$\hat{R}_X = \frac{1}{N} \sum_{j=1}^{N} x(t_j)x(t_j)^H \quad (10)$$

and estimation of direction of arrival of sources is based on this sample covariance matrix.

3. Proposed DOA estimation algorithm

The covariance matrix $R_X$ given in (9) is a positive definite matrix and we denote its eigenvalues (in decreasing order) and their corresponding eigenvectors by $\lambda_i$ and $e_i$, i.e.,

$$R_X e_i = \lambda_i e_i, \quad i=1,\ldots,M. \quad (11)$$

Using the assumptions made in previous section $AR_S A^H$ in (9) is a rank—$d$ matrix and it can be shown that [5,6,9]

$$\lambda_1 \geq \lambda_2 \cdots \geq \lambda_d \geq \lambda_{d+1} = \cdots = \lambda_M = \sigma_n^2. \quad (12)$$

The range space of $A$ (space spanned by columns of $A$) is called the signal subspace and it can be verified that [5,6,9]

$$\text{Range}\{A\} = \text{Span}\{e_1,\ldots,e_d\}. \quad (13)$$

Relation (13) states that each column of $A$ that in fact is a steering vector corresponding to a source direction, is completely in the subspace spanned by the first $d$ eigenvector of $R_X$ and consequently they are orthogonal to the last $(M-d)$ eigenvectors $e_j, j=d+1,\ldots,M$ and for this reason the subspace spanned by $\{e_{d+1},\ldots,e_M\}$ is called the noise subspace. The MUSIC algorithm uses this property to estimate direction of sources [14].

If we keep the direction of sources fixed and change their powers (variances), then the last $(M-d)$ eigenvalues and their corresponding eigenvectors of new covariance matrix are the same as before. In other words the noise subspace is invariant to power of sources and our proposed algorithm is based on this property.

We define a new matrix $D^o$ as

$$D^o \triangleq R_X + h a(\phi)a(\phi)^H, \quad (14)$$
where $R_X$ is given in (9), $\mathbf{a}(\varphi)$ is $M \times 1$ array response vector for direction $\varphi$ given in (5) and $h$ is a positive constant scalar. If $\mu_k^\varphi$ and $\mathbf{v}_k^\varphi$, $k = 1, \ldots, M$ denote eigenvalues (in decreasing order) and eigenvectors of $D^\varphi$, respectively,

$$D^\varphi \mathbf{v}_k^\varphi = \mu_k^\varphi \mathbf{v}_k^\varphi, \quad k = 1, \ldots, M,$$

$$\mu_1^\varphi \geq \mu_2^\varphi \cdots \geq \mu_M^\varphi,$$

then it can be proved that while $h$ in (14) is a positive scalar we have [5,17]

$$\mu_k^\varphi \geq \hat{\lambda}_k, \quad \forall \varphi, \quad k = 1, \ldots, M. \tag{16}$$

Another important property of $D^\varphi$ is that when $\varphi$ in (14) is set to one of the source directions, i.e., $\varphi = \theta_i$ for some $1 \leq i \leq d$, then the last $(M - d)$ eigenvalues of $D^\varphi$ and $R_X$ are the same, i.e.,

$$\mu_k^\varphi = \hat{\lambda}_k = \sigma_n^2, \quad k = d + 1, \ldots, M. \tag{17}$$

It is interesting to note that except the actual source directions no other value of $\varphi$ has this property. The property stated in (17) does not depend on the value of scalar $h$ in (14) explicitly and will hold while $h$ is positive. The proof of (17) is given in the appendix.

Our proposed algorithm finds the source directions by the following steps:

(i) Compute $\hat{\lambda}_k$, $k = 1, \ldots, M$, the eigenvalues of correlation matrix $R_X$ of (9) and they should satisfy (12).

(ii) Choose a positive $h$ and compute $D^\varphi$ given in (14) and its eigenvalues $\mu_k^\varphi$, $k = 1, \ldots, M$ for all possible values of $\varphi$.

(iii) The direction of sources are those values of $\varphi$ that satisfy (17).

When exact covariance matrix $R_X$ given in (9) is available the above algorithm is applicable and exact direction of sources will be obtained. But in practice a sample covariance matrix $\hat{R}_X$ that is estimated from finite $(N)$ number of snapshots given in (10), is available. The above algorithm is not applicable to $\hat{R}_X$, since relations (12), (13) and (17) do not hold and in fact it can be shown [1] that with probability one, the $(M - d)$ smaller eigenvalues of $\hat{R}_X$ are different.

Our proposed DOA algorithm is a revised version of the above algorithm. Indeed, instead of unavailable $R_X$ in (14), we substitute $\hat{R}_X$ that is obtained from (10) and search for the directions that not exactly but as closely as possible satisfy (17). What we mean with as close as possible is stated in the following. The proposed algorithm includes the following steps:

(1) From $N$ data samples compute $\hat{R}_X$ from (10).

(2) Compute $\hat{\lambda}_k$, $k = 1, \ldots, M$, the eigenvalues of $\hat{R}_X$ that are in decreasing order.

(3) Substitute $\hat{R}_X$ in (14) for $R_X$, choose a positive $h$ and compute $\hat{D}^\varphi$ for all possible values of $\varphi$ according to the following

$$\hat{D}^\varphi \triangleq \hat{R}_X + h\mathbf{a}(\varphi)\mathbf{a}(\varphi)^H. \tag{18}$$

(4) For each value of $\varphi$, compute $\hat{\mu}_k^\varphi$, $k = 1, \ldots, M$ the eigenvalues of $\hat{D}^\varphi$ in decreasing order and calculate $F(\varphi)$ as

$$F(\varphi) = \frac{1}{\sum_{k=d+1}^{M} (\hat{\mu}_k^\varphi - \hat{\lambda}_k)}. \tag{19}$$

(5) The direction of sources are those values of $\varphi$ that correspond to $d$ largest maximums of $F(\varphi)$. Using (16), it can be verified that $F(\varphi)$ is a positive function and by using (17) it can be shown that when $\hat{R}_X = R_X$ then the denominator of (19) is zero when $\varphi$ is set to actual direction of sources and as a result maximums of (19) are exact direction of sources. This proves the asymptotic consistency of proposed method, i.e., when the number of samples $(N)$ used for estimation of $R_X$ in (10) tends to infinity then $\hat{R}_X \xrightarrow{\text{w.p.1}} R_X [1,11]$ and therefore the maximums of $F(\varphi)$ will tend to exact direction of sources. As will be shown in simulations the resolution of this algorithm is higher than MUSIC method and is applicable to all array configurations. Another important advantage of the proposed method is that unlike the MUSIC this method is insensitive to power level differences of closely spaced sources.

When there is correlation between sources, their covariance matrix $R_S$ defined in (7) is not diagonal. This may happen in practice for example when there is multipath propagation or there are smart jammers in communication applications. If some sources are fully correlated, i.e., they are linearly dependent then rank($R_S$) $<$ $d$ and conventional MUSIC method (and also proposed method) fails to estimate the DOA of sources. In this case usually symmetric-array
configurations are employed and after some kind of preprocessing such as forward-backward smoothing [9], conventional MUSIC (or proposed method) can be applied. When the sources are partially correlated the matrix $R_S$ is not diagonal but $\text{rank}(R_S) = d$. In this case the MUSIC method can be applied but its performance highly deteriorates comparing to case of uncorrelated sources [10,15].

Another important advantage of proposed algorithm is that it can also be applied in the case of partially correlated sources and its performance is much better than MUSIC even the sources are highly correlated. In other words the performance deterioration of proposed method in case of partially correlated sources is much less than MUSIC compared to case of uncorrelated sources.

4. Simulation results

In all the simulations a uniform circular array of eight omni-directional sensors with half wavelength spacing is used as shown in Fig. 2. For applying the proposed algorithm, we should set a positive value for parameter $h$ in (14). Theoretically all positive values are allowed but it has been verified by simulations that suitable values for $h$ can increase the performance of algorithm. The suitable value that was experimentally obtained is

$$h = \frac{\text{tr}(\hat{R}_X)}{M},$$

where $\text{tr}(\hat{R}_X)$ denotes trace of $\hat{R}_X$ and $M$ is the number of antenna elements in the array. The value of $h$ in (20) has the property that $\text{tr}(\hat{R}_X) = \text{tr}(h\mathbf{a}(\phi)\mathbf{a}(\phi)^H)$. In all the simulations we have set the value of $h$ according to (20).

In the first experiment, we consider two uncorrelated sources ($d = 2$) with direction of arrivals $90^\circ$ and $98^\circ$. We have performed MUSIC and proposed method of this paper 1000 times for different SNR values using $N = 100$ samples and the number of successful simulations for each algorithm versus SNR is plotted in Fig. 3. In all the simulations of this paper successful simulations are those that show two distinct peaks in their spectrum around source directions and unsuccessful simulations are those that show one peak and can’t resolve two sources. It can be verified from Fig. 3 that the resolution of the proposed method is higher than MUSIC method for sources with equal powers. It is important to note that in all successful simulations of MUSIC method the proposed algorithm has also been successful.
In the second experiment, we consider two uncorrelated sources ($d = 2$) with direction of arrivals $90^\circ$ and $98^\circ$. The SNR of second source (source located at $98^\circ$) is 10 dB less than first source (source located at $90^\circ$). We have performed MUSIC and proposed method of this paper 1000 times for different SNR values of first source using $N = 100$ samples and the number of successful simulations for each algorithm versus SNR (SNR of first source) is plotted in Fig. 4. This figure shows higher capability of proposed method in resolving closely spaced sources with large power differences compared to MUSIC. The same as the first experiment in all successful simulations of MUSIC method the proposed algorithm has also been successful with a much distinct peaks. For comparison, the spectrum of proposed method and MUSIC when both of them are successful in second experiment is shown in Fig. 5.

In the third experiment, we consider two uncorrelated sources ($d = 2$) with direction of arrival of the first source fixed at $90^\circ$ and vary the direction of arrival of second source. The SNR of both sources are 10 dB. At each location of second source we have performed MUSIC and proposed method of this paper 1000 times using $N = 100$ samples and the number of successful simulations for each algorithm versus DOA of second source is plotted in Fig. 6.

In the last (fourth) experiment, for investigating the power of proposed method in case of highly correlated sources we consider two correlated sources ($d = 2$) with correlation coefficient $r = 0.99$ and equal powers. In fact the covariance of the sources is given by

$$R_S = 10^{(0.1 \text{ SNR})} \begin{bmatrix} 1 & 0.99 \\ 0.99 & 1 \end{bmatrix}.$$
Fig. 7. Number of successful simulations (out of 1000 simulations) for two correlated sources with $r = 0.99$ and equal powers versus SNR that are located at $90^\circ$ and $107^\circ$.

Direction of arrival of the sources are $90^\circ$ and $107^\circ$, respectively. We have performed MUSIC and proposed method of this paper 1000 times using $N = 100$ samples for each SNR value and the number of successful simulations for each algorithm is plotted in Fig. 7.

More computational load is the price of performance gains of proposed method compared to MUSIC method in resolving uncorrelated and correlated sources. MUSIC method requires one time eigenvalue decomposition of correlation matrix of received data but for proposed method one eigenvalue decomposition for each direction of the spectrum is required. This computational load for new processors may still be low and tolerable but we can further reduce the computational load of the new method by first performing the MUSIC method and finding the peaks of MUSIC and then applying the proposed algorithm only around the peaks of MUSIC spectrum (not in all points of spectrum). This will highly reduce the computational load without any performance degradation. In this way those adjacent sources that result in only one peak in spectrum of MUSIC method, can be split in two separate peaks. In Table 1, the average processing times (in seconds) for MUSIC, proposed method and proposed method with reduced computations using MATLAB 6.5 software on a Pentium IV-2000 processor are listed. The resolution parameter shows the search resolution, i.e., resolution by which the spectrum of different methods for finding peaks was searched. The averages are obtained from 1000 simulations of a two source situation located at $90^\circ$ and $98^\circ$, using 8-element uniform circular array of Fig. 2.

Table 1

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MUSIC</th>
<th>Proposed method</th>
<th>Proposed method with reduced computations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution $= 1^\circ$</td>
<td>0.115</td>
<td>0.328</td>
<td>0.174</td>
</tr>
<tr>
<td>Resolution $= 0.1^\circ$</td>
<td>0.251</td>
<td>2.43</td>
<td>0.482</td>
</tr>
</tbody>
</table>

5. Conclusion

We presented a new algorithm based on invariance property of noise subspace to source powers. The asymptotic consistency of the method was proved and its superiority over MUSIC method in resolving both equi-power sources and strong sources in vicinity of weak ones was shown through simulations. Simulations also proved the advantage of proposed method in resolving highly correlated sources. Simulation results have also shown similar superiority of the proposed method over two other well-known algorithms, that is ESPRIT [13] and root-MUSIC [3]. These algorithms are only applicable to arrays with certain geometries. But the MUSIC, like the proposed algorithm, is quite general and can be applied to all array configurations. For this reason only the results of comparison with MUSIC are presented in this paper.

Appendix A.

If we consider the scenario shown in Fig. 1. that an arbitrary array of $M$ sensors is receiving signals from $d$ narrowband uncorrelated sources ($d < M$) from directions $\theta_i$, $i = 1, \ldots, d$, then the received signals in vector form as stated in (4) will be

$$x(t) = \sum_{i=1}^{d} a(\theta_i) s_i(t) + n(t).$$

(A.1)
With the assumptions made in Section 2, the covariance matrix of received signal becomes

\[ R_X = E\{x(t)x(t)^H\} \]

\[ = \sum_{i=1}^{d} \eta_i^2 a(\theta_i) a(\theta_i)^H + \sigma_n^2 I, \quad (A.2) \]

where as stated in (7), \( \eta_k^2 \) is the power of \( k \)th source and \( \sigma_n^2 \) is the noise power at each sensor and \( a(\theta) \) is the array response vector for direction \( \theta \). Each matrix \( R_X \) with the form of (A.2) has the following property [5,6,9]

\[ \lambda_1 \geq \lambda_2 \cdots \geq \lambda_d \geq \lambda_{d+1} = \cdots = \lambda_M = \sigma_n^2, \quad (A.3) \]

where \( \lambda_i \) denotes the eigenvalues of \( R_X \) in decreasing order. If we define \( D^\phi \) as in (14) and set the value of \( \phi \) to one of source directions, say \( \phi = \theta_1 \), then we have

\[ D_{\theta_1}^\phi \triangleq R_X + h a(\theta_1) a(\theta_1)^H \]

\[ = (\eta_1^2 + h) a(\theta_1) a(\theta_1)^H + \sigma_n^2 I + \sum_{i=2}^{d} \eta_i^2 a(\theta_i) a(\theta_i)^H + \sigma_n^2 I. \quad (A.4) \]

Comparing (A.4) and (A.2), we see that \( D_{\theta_1}^\phi \) has the form of (A.2) and consequently its eigenvalues (denoted by \( \mu_k^{\theta_1} \) ) has the property in (A.3), i.e.,

\[ \mu_k^{\theta_1} = \lambda_k = \sigma_n^2, \quad k = d + 1, \ldots, M. \quad (A.5) \]

If we set \( \phi \) to a value different from all source directions, i.e., \( \phi \neq \theta_j, j = 1, \ldots, d \) then we have

\[ D^\phi \triangleq R_X + h a(\phi) a(\phi)^H = \sum_{i=1}^{d+1} \eta_i^2 a(\theta_i) a(\theta_i)^H + \sigma_n^2 I, \]

\[ \eta_{d+1}^2 = h, \quad \theta_{d+1} = \phi. \quad (A.6) \]

Comparing (A.6) and (A.2), we find out that \( D^\phi \) has the form of (A.2) with the number of sources replaced by \( d + 1 \) and therefore from (A.3) its eigenvalues (denoted by \( \mu_k^\phi \) ) has the property

\[ \mu_k^\phi = \lambda_k = \sigma_n^2, \quad k = d + 2, \ldots, M. \quad (A.7) \]

So we have proved that (17) holds while \( \phi \) is set to a source direction and does not hold when \( \phi \) is different from all source directions.
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