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Definition

x[n] = A + Bn + w[n] n = 0, 1, …, N-1

Matrix notation for Linear Model: x = Hθ + w,

H: Nx2 observation matrix

Note:HTH is invertible

w ~ N (0, σ2I)



MVUE: Linear Model

CRLB is achieved

Linear transformation of Gaussian vector remains Gaussian,



Curve Fitting

Data model:

w(tn) are IID, w ~ N(0, σ2I), ie WGN

Linear model: x = Hθ + w



Curve fitting: General case

Fitting a polynomial of order (p-1)

Data model

MVU estimator of linear model:

Linear model with

Result of curve-fitting:



Fourier Analysis

Data model:

Noise w[n] is WGN, ak bk are to be determined

Formulating as linear model H (Nx2M)



Fourier Analysis

System is solvable if N > 2M

H is orthogonal: computations can be simplified

Orthogonal columns: hi
T hj = 0, if i not equal to j

HTH = (N/2)I, diagonal matrix

MVU Estimator is given by

Solution:



General Linear model: 1

Colored Gaussian noise: w ~ N(0, C), 

General linear model: C may not be scaled I

Whitening approach

C and C-1 are positive definite

Factorize C-1 as C-1 = DTD

E[(Dw)(Dw)T] = DCDT = DD-1(DT)-1DT = I

Hence D is a Whitening transformation



General Linear model: 1

x’ = Dx = DHθ +Dw = H’θ + w’

w’ = Dw ~ N(0, I)

The MVU estimator of θ

θ = (H’TH’)-1H’Tx’ = (HTC-1H)-1HTC-1x

Cθ = (H’TH’)-1= (HTC-1H)-1



Example: Colored Noise

Case: DC level in Colored Noise

x[n] = A + w[n] for n = 0,1…..N – 1

w[n]: Colored Gaussian noise with 

covariance matrix C [NxN] 

Observation matrix  H = 1 = [1 1…1]

MVUE A: (1TC-1x)/(1TC-11)

Interpreted as whitened data x’[n] 

averaged with weights dn

var(A): 1/(1Tc-11)



General Linear model: 2

s:  Known signal contained in the data

Data model: x = Hθ + s + w

Choose x’ = x – s  

Linearized model x’ = Hθ + w

MVU estimator θ = (HTH)-1HT(x – s)

Covariance Cθ = σ2 (HTH)-1



Example: DC + Exponential

DC level and Exponential in White Noise

x[n] = A + rn +w[n]      n = 0,1…..N -1 
r is known

w[n] is WGN

A is to be estimated 

Model: x = A[1 1 …1]T + s + w, 
s = [1 r … rN-1]T

MVUE: 

Variance:



MVUE for General Linear Model

Theorem: If data can be modeled as 

x = Hθ + s + w

x: (Nx1) vector of observations

H: (Nxp) observation matrix, rank p

θ: (px1) vector of parameters to be estimated,

s: (Nx1) vector of known signal samples

w: (NX1) noise vector with PDF N(0, C)

Then

MVUE: θ = (HTC-1H)-1HTC-1 (x – s), attains CRLB

Covariance: Cθ = σ2 (HTC-1H)-1



Thankyou!


